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ML Developer
1. Easy scalable ML development (*ML Developers*)
2. User-friendly ML at scale (*End Users*)
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**Spark**: cluster computing system designed for iterative computation

**MLlib**: production-quality ML library in Spark

**MLI**: experimental API for simplified feature extraction and algorithm development

**ML Optimizer**: a declarative layer to simplify access to large-scale ML
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**Regression:** Linear Regression (+Lasso, Ridge)

**Collaborative Filtering:** Alternating Least Squares

**Clustering / Exploration:** K-Means, SVD

**Optimization Primitives:** SGD, Parallel Gradient

**Interoperability:** Scala, Java, PySpark (0.9)

Included within Spark codebase

- Unlike Mahout/Hadoop
- Part of Spark 0.8 release
- Continued support via Spark project
- Community involvement has been terrific: ALS with implicit feedback (0.8.1), Naive Bayes (0.9), SVD (0.9), Decision Trees (soon!)
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- **Walltime**: elapsed time to execute task
- **Weak scaling**
  - fix problem size *per processor*
  - ideally: constant walltime as we grow cluster
- **Strong scaling**
  - fix total problem size
  - ideally: linear speed up as we grow cluster
- **EC2 Experiments**
  - m2.4xlarge instances, up to 32 machine clusters
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- **Fixed Dataset**: 50K images, 160K dense features
- **MLlib** exhibits better scaling properties
- **MLlib** faster than **VW** with 16 and 32 machines
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Vowpal Wabbit, GraphLab
- Data preparation specific to each program
- Non-trivial setup on cluster
- No fault tolerance

MLlib
- Reads files from HDFS
- Launch/compile/run on cluster with a few commands
- RDD’s provide fault tolerance naturally
- Part of Spark’s ‘swiss army knife’ ecosystem
  - Shark, Spark Streaming, Graph-X, BlinkDB, etc.
Vision
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Matrix Completion (MCM) is a technique used to fill in missing values in a matrix. This figure illustrates a simple example of MCM, where the goal is to predict the missing values in the matrix based on the observed values.
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Companies: [last.fm], [Netflix], [Pandora], [Facebook], [LinkedIn], [Amazon]
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\[ m \times n = \text{\textit{Low-rank}} \]
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✦ **Problem**: Impossible without additional information
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✦ **Solution**: Assume small # of factors determine preference
  - $O(m + n)$ degrees of freedom

$m \times n$ matrix:
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$m \times r$ matrix:

$n \times r$ matrix:

$m = m$

‘Low-rank’
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update first user by finding \( \color{green}{\blacksquare} \) that minimizes training error

reduces to standard linear regression problem
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\[
\text{training error for first user} = (\text{•} - \text{□}) + (\text{•} - \text{□})
\]

ALS: alternate between updating user and movie factors

update first user by finding \(\text{□}\) that minimizes training error

reduces to standard linear regression problem

can update all users in parallel!
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\[ M \overset{\rightarrow}{=} W H^\top \]

training error for first user = \((\text{red} - \text{white}) + (\text{blue} - \text{green})\)
Alternating Least Squares

\[
\text{training error for first user} = \left( \overbrace{\text{ }}^{M_{1,j}} - \overbrace{\text{ }}^{W_1} \right) + \left( \overbrace{\text{ }}^{M_{1,j}} - \overbrace{\text{ }}^{W_1} \right)
\]

\[
= \sum_{(1,j) \in \Omega} (M_{1,j} - W_1 H_{j}^\top)^2
\]
Alternating Least Squares

\[
\text{training error for first user} = (\begin{bmatrix} \bigcirc \bigcirc \bigcirc \\ \bigcirc \bigcirc \bigcirc \end{bmatrix} - \begin{bmatrix} \bigcirc \bigcirc \\ \bigcirc \bigcirc \end{bmatrix}) + (\begin{bmatrix} \bigcirc \bigcirc \\ \bigcirc \bigcirc \end{bmatrix} - \begin{bmatrix} \bigcirc \bigcirc \\ \bigcirc \bigcirc \end{bmatrix})
\]

\[
= \sum_{(1,j) \in \Omega} (M_{1j} - W_1 H_j^\top)^2
\]

\[
W_1^* = (H_{\Omega_1}^\top H_{\Omega_1})^{-1} H_{\Omega_1}^\top M_{1\Omega_1}^\top
\]
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• Load 1,000,000 ratings from MovieLens.
• Get YOUR ratings.
• Split into training/validation.
• Fit a model.
• Validate and tune hyperparameters.
• Get YOUR recommendations.
• Great example of a Spark application!
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- **Workers** load data
- Master broadcasts initial models
- At each iteration, updated models are broadcast again
- Much better scaling
- Works on large datasets
- Works well for smaller models. (low K)
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- **Workers** load data
- Models are instantiated at workers.
- At each iteration, models are shared via join between workers.
- Much better scalability.

Diagram:

- Master
- Workers

Components:
- Movie Ratings
- User Factors
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---

**MLbase**
[www.mlbase.org](http://www.mlbase.org)
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THANKS!

QUESTIONS?

www.mlbase.org